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Dita
Large-Scale 

Robot Episodes

Diffusion Transformer Pretraining 10-Shot Multi-Task Finetuning on New Robot Setup Simulation Benchmark Evaluation 

Long-Horizon (close top drawer, open bottom drawer, put bowl into drawer, close bottom drawer)

Background Variance (pick up the racket, and hit the ball into the goal) Lighting Condition (pour coffee beans from bowl within the drawer into the outside bowl)

Non-target Object Arrangements (pour the water from teapot into the left cup)

3rd Person Camera Language Instruction

Generalist Robot Policy

Figure 1. We introduce Dita, an open-source, simple yet effective policy for generalist robotic learning. Pretrained on large-scale cross-
embodiment datasets, Dita enables 10-shot adaptation to complex, multitask, long-horizon scenarios in novel robot setups. Particularly,
Dita can complete intricate, extended-horizon tasks such as, “close the top drawer, then open the bottom drawer, subsequently place
the bowl into the bottom drawer, and finally close the bottom drawer”. Furthermore, Dita demonstrates remarkable robustness against
complex object arrangements and even challenging lighting conditions in sophisticated 3D pick-and-rotation tasks. In this context, the
long-horizon demonstration scene serves as the training environment for all tasks. Additionally, Dita seamlessly scales to a wide range of
popular simulation benchmarks, achieving state-of-the-art performance across these tasks.

Abstract

While recent vision-language-action models trained on
diverse robot datasets exhibit promising generalization ca-
pabilities with limited in-domain data, their reliance on
compact action heads to predict discretized or continu-
ous actions constrains adaptability to heterogeneous ac-
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tion spaces. We present Dita, a scalable framework
that leverages Transformer architectures to directly de-
noise continuous action sequences through a unified mul-
timodal diffusion process. Departing from prior methods
that condition denoising on fused embeddings via shallow
networks, Dita employs in-context conditioning—enabling
fine-grained alignment between denoised actions and raw
visual tokens from historical observations. This design ex-
plicitly models action deltas and environmental nuances.

https://robodita.github.io


By scaling the diffusion action denoiser alongside the
Transformer’s scalability, Dita effectively integrates cross-
embodiment datasets across diverse camera perspectives,
observation scenes, tasks, and action spaces. Such synergy
enhances robustness against various variances and facili-
tates the successful execution of long-horizon tasks. Eval-
uations across extensive benchmarks demonstrate state-of-
the-art or comparative performance in simulation. Notably,
Dita achieves robust real-world adaptation to environmen-
tal variances and complex long-horizon tasks through 10-
shot finetuning, using only third-person camera inputs. The
architecture establishes a versatile, lightweight and open-
source baseline for generalist robot policy learning.

1. Introduction
Conventional robot learning paradigms typically depend
on large-scale data collected for specific robots and tasks,
yet the acquisition of data for generalized tasks remains
both time-intensive and costly due to the inherent limi-
tations of real-world robot hardware. Presently, founda-
tional models in Natural Language Processing and Com-
puter Vision [16, 41, 50–52, 62], pretrained on extensive,
diverse, and task-agnostic datasets, have demonstrated re-
markable efficacy in addressing downstream tasks either via
zero-shot approaches or with minimal task-specific sam-
ples. This achievement implies that a universal robotic
policy, pretrained on heterogeneous robotic data and fine-
tuned with minimal supervision, could be instrumental in
realizing true generalization in the development of vision-
language-action (VLA) models. Nevertheless, training such
policies across expansive cross-embodiment datasets, en-
compassing diverse sensors, action spaces, tasks, camera
views, and environments, remains an open challenge.

In pursuit of a unified robotic policy, recent studies have
directly mapped visual observations and language instruc-
tions to actions using expansive VLA models for naviga-
tion [65, 66] or manipulation [8, 9, 32, 72], thereby demon-
strating zero-shot or few-shot generalization in novel en-
vironments. Robot Transformers [8, 9, 54] present policy
frameworks based on Transformer architectures, achieving
robust generalization by training on the extensive Open X-
Embodiment (OXE) Dataset [54]. Furthermore, Octo [72]
adopts an autoregressive Transformer design with a diffu-
sion action head, while OpenVLA [32] discretizes the ac-
tion space and leverages a pretrained visual-language model
to construct a VLA model exposed to the OXE Dataset [54].
Nonetheless, despite the promising potential of these VLA
models [32, 72] to learn robot policies from vast cross-
embodiment datasets [54], the intrinsic diversity of robot
configurations within these datasets continues to constrain
generalization.

Diffusion policies [17, 30, 61, 83] have demonstrated
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Figure 2. Illustrations of different generalist robot policy architec-
tures. Left head: the common robot Transformer architecture with
discretization actions, e.g., Robot Transformer [8, 9] and Open-
VLA [32]. Middle head: the Transformer architecture with diffu-
sion action head which denoises the individual continuous action
with a small network condition on each embedding from the causal
Transformer, e.g., Octo [72] and π0 [5]. Right head: the proposed
Dita architecture that denoises actions inherently in an in-context
conditioning style.

reliable performance in robotic policy learning under the
paradigm of single-task imitation learning. Specifically,
[18, 72] introduces a generalist policy that denoises actions
using a network (MLP/DiT) as diffusion head conditioned
on a single embedding from an auto-regressive multimodal
Transformer. However, the expansive robot space within
large-scale cross-embodiment datasets, encompassing di-
verse camera views and action spaces, presents a substan-
tial challenge for a tiny diffusion head to effectively denoise
continuous actions. Other diffusion policies [30, 61, 72] at-
tempt to integrate historical image observations and instruc-
tions into embeddings prior to the denoising process, which
might limit the denoising learning. Action anticipation typ-
ically relies more on intuitive historical observations rather
than on early-fused embeddings.

In this paper, we introduce Dita, a Diffusion Trans-
former (DiT) Policy that capitalizes on the Transformer
architecture, as demonstrated in prior work [8, 9, 32, 54,
72], thereby ensuring scalability across extensive cross-
embodiment datasets. The architecture integrates an in-
context conditioning mechanism with causal transformer
that intrinsically denoises action sequences, thereby en-
abling direct conditioning of action denoising on image
tokens and empowering the model to discern subtle nu-
ances, such as action deltas, within historical visual obser-
vations. Our objective is to provide a clean, lightweight
(334M parameters), and open-source baseline model for
generalist robot policy learning. The model is simple
yet effective, achieving state-of-the-art or competitive re-
sults on extensive simulation benchmarks, and success-
fully generalizing to long-horizon tasks in novel environ-
mental configurations—characterized by variations in back-
ground, non-target object arrangements, and lighting con-
ditions through finetuning with a mere 10-shot set of real-



world samples. Remarkably, this promising performance
is achieved exclusively with a single third-person cam-
era input, while the model’s inherent flexibility affords re-
searchers the freedom to integrate additional input modal-
ities (e.g., wrist-camera images, target image predictions,
robot state, tactile feedback, etc.) for further investigation.

2. Related Work

Diffusion Policy Denoising diffusion models [11, 19, 25,
56, 63] have demonstrated remarkable proficiency in both
image generation and multi-modal robotic action model-
ing [12, 14, 17, 30, 39, 42, 61, 74, 75, 77, 83]. Never-
theless, existing diffusion-based manipulation policies pre-
dominantly rely on U-Net architectures or shallow cross-
attention networks designed for single tasks, limiting their
scalability to multi-modal applications. Recent general-
ist models [72, 76] employ VLM embeddings combined
with compact MLP diffusers, while others, like RDT [42]
and [18], utilize cross-attention Transformers or DiT de-
coders for bimanual manipulation. In contrast, we pro-
pose a scalable DiT with in-context conditioning, which
directly processes historical observations through a causal
Transformer architecture, thereby providing enhanced ex-
pressiveness and generalization capabilities for multi-modal
action generation.

Generalist Robot Policies Language-conditioned poli-
cies [15, 23, 44, 49, 60, 73, 84] have gained prominence
for their adaptability in real-world applications, enabling
robots to interpret and execute natural language instruc-
tions. Recent advancements in generalist robot policies
leverage foundation multi-modal models across both nav-
igation [6, 27, 65, 66, 71, 82] and manipulation [3, 7–
9, 20, 21, 29, 32, 45, 46, 54, 55, 60, 64, 67, 68, 72, 79, 80],
with scalable VLA models emerging as a dominant frame-
work [1, 8, 9, 32, 54, 58, 72]. Some approaches incorpo-
rate large-scale video backbones trained on internet-scale
data [13, 28, 34, 78] to improve temporal visual reason-
ing. While these methods enhance visual representation
learning, our focus is on action generation, where diffusion-
based models provide a more expressive alternative. An-
other crucial factor in generalist policies is the choice of
pretrained VLM models for action generation. Unlike re-
cent works [5, 38] that employ PaliGemma [2] to enhance
vision-language understanding, we adopt a LLaMA-style
causal Transformer for policy learning. This approach is
both simple and highly scalable, demonstrating effective-
ness across a wide range of benchmarks. Furthermore, by
aligning robot actions with language instructions and vi-
sual observations in an in-context conditional manner, our
method significantly enhances generalization across diverse
robotic embodiments.

3. Method

In this section, we describe Dita in detail. We begin by de-
tailing the architecture of the model, which is a scalable DiT
with in-context conditioning. We then define the training
objective for generating multi-modal actions. Finally, we
present the data and implementation specifics for the pre-
training of our model.

3.1. Architecture

Multi-modal Input Tokenization. Dita only takes lan-
guage instructions and third-person camera images as in-
put. The language instructions are tokenized using a frozen
CLIP [59] model, while the image observations are first pro-
cessed by DINOv2 [53] to extract image patch features. No-
tably, DINOv2 is trained on web data, which differs from
robot-specific data. Thus, we jointly optimize the DINOv2
parameters alongside Dita in an end-to-end fashion. To mit-
igate computational costs, we incorporate a Q-Former [33]
with FiLM [57] conditioning to select image features from
the DINOv2 patch features based on the instruction context.

Action Preprocess. We represent the end-effector action
as a 7D vector, comprising 3 dimensions for the translation
vector, 3 dimensions for the rotation vector, and 1 dimen-
sion for the gripper position. To align the dimensionality
with the image and language tokens, we pad the continuous
action vector with zeros to form the action representation.
Noise is only introduced into the 7D action vector during
the denoising diffusion optimization process.

Model Design. Our core design is the DiT structure [56],
which denoises action token chunks rather than individual
action tokens. This is achieved by conditioning directly on
image observations and instruction tokens through an in-
context conditioning approach using a causal Transformer.
Specifically, we concatenate language tokens, image fea-
tures, and timestamp embeddings at the beginning of the
sequence, treating the noisy action in conjunction with the
instruction tokens, as illustrated in Figure 3. This design
preserves the scalability of Transformer networks and en-
ables denoising to be conditioned directly on image patches,
thereby allowing the model to capture nuanced changes in
action over historical observations. The model is super-
vised by the noise introduced into the continuous actions.
In other words, we directly apply the diffusion objective in
the action chunk space with a large Transformer model, in
contrast to the diffusion action head approach [18, 61, 72].
Notably, our proposed Dita presents a versatile and scal-
able design, adaptable to diverse datasets for both pretrain-
ing and finetuning, while achieving promising performance.
Furthermore, additional observation tokens and input can
be seamlessly integrated into the Transformer architecture.
Further details are provided in Appendix A.
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Figure 3. Our model employs a Transformer-based diffusion architecture, integrating a pretrained CLIP network to extract language
instruction tokens. The DinoV2 [53] model encodes image observations, followed by a Q-Former that queries features for each image. The
instruction tokens, image features, timestep embeddings, and noised action are concatenated to construct a token sequence, which is then
fed into the network to denoise the raw actions.

3.2. Training Objective
The denoising network Eθ(clang, cobs, t,xt) is constructed
upon a causal Transformer, where cobs represents the im-
age observation, clang denotes the language instruction, and
t ∈ 1, 2, . . . , Ttrain is the timestamp index within the total
denoising steps Ttrain. During training, a Gaussian noise
vector xt ∼ N (0, I) is sampled at each timestamp t and
added to the action a to form the noised action token â.
The network Eθ is trained to predict the noise vector x̂, with
randomly sampled t . The optimization objective of Dita is
to minimize the mean squared error (MSE) loss between xt

and x̂t.
The inference procedure is delineated as follows, α, γ,

and σ constitute the noise scheduler [25]. The denoising
process is iterated over Neval steps to yield a reliable action.

xt−1 = α(xt − γEθ(clang, cobs, t,xt) +N (0, σ2I)). (1)

3.3. Pretraining Data
To evaluate the proposed Dita policy, we select the OXE
datasets [32, 54] for model pretraining. We primarily ad-
here to the method detailed in [32, 72] for dataset selection
and weight assignment. Actions are normalized and filtered
similar to [54].

3.4. Pretraining Details
We employ the DDPM diffusion objective [25] with
Ttrain = 1000 timestamps for pretraining, while adopt-
ing DDIM [69] with Teval = 20 timestamps during zero-
shot evaluation to accelerate inference. Based on prelimi-
nary experiments reported in ManiSkill2 [22], we utilize 2-
frame image observations to predict 16 action chunks. The

network is optimized by AdamW [43] for 100,000 steps,
with learning rates of 1e−4 for both the causal Transformer
and Q-Former, and 1e−5 for DINOv2. Training is con-
ducted with a batch size of 8192 across 32 NVIDIA A100
GPUs, allocating 256 samples per GPU. Additional pre-
training configurations are detailed in Appendix A.

4. Simulation Experiments

We strive to develop a robust foundational VLA model
that is both scalable across diverse simulation benchmarks
and adaptive to new complex tasks in unseen robot envi-
ronments with as few as 10 or even fewer samples. To
assess the capabilities of the pretrained model, we con-
duct evaluations across four simulation benchmarks in this
section: 1) SimplerEnv [37] (Google Robot) demonstrates
the model’s zero-shot adaptation to simulation environ-
ments; 2) LIBERO [40] assesses finetuning adaptability
with a single-camera setup; 3) Calvin [47] evaluates long-
horizon task performance in novel environments; and 4)
ManiSkill2 [22] is re-rendered to illustrate generalization
across unseen camera views. Across all four benchmarks,
Dita pretrained on OXE datasets Eθ∼OXE is evaluated in
a zero-shot manner on SimplerEnv, while it is finetuned
on the remaining three benchmarks using their respective
datasets.

4.1. Baselines
Diffusion Action Head The diffusion head for the action
generation EDiff

θ∼s [72] is also implemented. Specifically,
we employ a three-layer MLP network as the denoising
module, conditioned on each action token embedding out-
puted by the same causal Transformer architecture (as Mid-



Table 1. Success rate comparison with RT-1-X [8], Octo-Base [72]
and OpenVLA-7B [32] on SimplerEnv (both match and variant
results of Google Robot [8]).

Method coke can move near drawer
match variant match variant match variant

RT-1-X [8] 56.7% 49.0% 31.7% 32.3% 59.7% 29.4%
Octo-Base [72] 17.0% 0.6% 4.2% 3.1% 22.7% 1.1%
OpenVLA-7B [32] 16.3% 54.5% 46.2% 47.7% 35.6% 17.7%
Dita (Ours) 83.7% 85.5% 76.0% 73.0% 46.3% 37.5%

dle head illustrated in Figure 2). This approach introduces
additional parameters (the extra MLP) compared to Dita.
Octo & OpenVLA We also reproduce these two open-
source VLA models using their released checkpoints, as
they employ the same multimodal inputs (language instruc-
tion and third-person camera image) as our approach.

4.2. SimplerEnv
SimplerEnv [37] is a Real-to-Sim platform designed to eval-
uate policies learned from real robot data within a simula-
tion environment. In this section, we compare our approach
with leading generalist policies, including RT-1-X [8, 54],
Octo [72], and OpenVLA [32], under both match and vari-
ant scenarios. For a fair comparison, we adhere to the eval-
uation protocol of SimplerEnv [37], which includes tasks
“pick up coke can”, “move an object near to others”, “open
drawer”, “close drawer”.

Table 1 demonstrates that Dita achieves strong general-
ization performance under zero-shot evaluation across var-
ious types of variations, including background, texture, ob-
jects, spatial positions, and more. Leveraging the in-context
conditioning design, Dita exhibits enhanced robustness, re-
lying solely on third-person view images to detect subtle
nuances and generate more reliable actions. The qualitative
results are listed in Appendix B.1.

4.3. LIBERO
LIBERO [40] is a comprehensive benchmark for knowledge
transfer in multitask and lifelong robot learning. It con-
sists of four sub-datasets: LIBERO-SPATIAL, LIBERO-
OBJECT, LIBERO-GOAL, and LIBERO-100. Notably,
LIBERO-100 is further divided into LIBERO-90 and
LIBERO-LONG, with the latter featuring 10 long-horizon
tasks that encompass diverse object interactions and ver-
satile motor skills. We employ the modified version of
LIBERO from OpenVLA [32] as the data source for fine-
tuning and evaluation.
Comparisons. Table 2 demonstrates that Dita outperforms
baseline methods on most LIBERO sub-datasets, achieving
an overall increase in average success rate by nearly 6%.

Table 2. Comparison with Diffusion Policy (denoted as DP*,
training from scratch) [17], Octo [72], and OpenVLA [32] on
LIBERO [40]. Except for Dita results, all other results are sourced
from [32].

Method SPATIAL OBJECT GOAL LONG Averge
DP*[17] 78.3% 92.5% 68.3% 50.5% 72.4%
Octo [72] 78.9% 85.7% 84.6% 51.1% 75.1%
OpenVLA [32] 84.9% 88.4% 79.2% 53.7% 76.5%
Dita (Ours) 84.2% 96.3% 85.4% 63.8% 82.4%

Notably, Dita exhibits a 10% improvement on LIBERO-
LONG, highlighting its strong potential for tackling long-
horizon tasks.

4.4. CALVIN

CALVIN [47] is an open-source simulated benchmark
designed for learning long-horizon, language-conditioned
tasks. It consists of four distinct scenes (A, B, C, and D) and
introduces the ABC→D evaluation protocol, where mod-
els are trained on environments A, B, and C and evalu-
ated on environment D. The benchmark aims to solve up to
1,000 unique task sequences, each comprising five distinct
subtasks. The primary evaluation metric is the success se-
quence length, which measures the ability to complete five
consecutive subtasks within a sequence. To assess the long-
horizon generalization of Dita, we adopt the ABC→D set-
ting while only utilizing static RGB images as perception
inputs. Additionally, we also implement a diffusion policy
baseline EDiff

θ∼s by introducing a three-layer MLP diffusion
head, further demonstrating the effectiveness of Dita’s in-
context conditioning mechanism.
Comparisons. Table 3 presents a comparative analysis of
prior approaches and the proposed Dita on CALVIN. With-
out whistles and bells, the proposed Dita achieves com-
parable performance among methods relying solely on a
single RGB camera for observation. Noticeably, only 1%
of the trajectories were labeled with text in Calvin [47].
The rest are unstructured play data collected by untrained
users, with no information for downstream tasks. Dita does
not utilize the play data which provides external trajectory
data compared to the labeled data, while GR-MG uses it
for training the policy. Remarkably, GHIL-Glue [4, 24],
which builds upon SuSIE [4] with further finetuned gener-
ative models [10, 81], results in significantly larger models.
Furthermore, Dita surpasses its non-pretrained variant by a
margin of 1.23, underscoring its superior transferability. In
contrast, employing diffusion head underperforms Dita by
0.45 points with similar pretrained weights, highlighting the
efficacy of Dita’s in-context conditioning mechanism. The
results illustrate that Dita excels at discerning subtle visual



Table 3. The comparisons with state-of-the-art approaches on Calvin (ABC→D) with the metrics of success rate and average success
length. The abbreviations denote different input modalities: S-RGB for Static RGB, G-RGB for Gripper RGB, S-RGBD for Static RGB-
D, G-RGBD for Gripper RGB-D, P for proprioceptive arm position, and Cam for camera parameters.

Method Input No. Instructions in a Row (1000 chains)
1 2 3 4 5 Avg.Len.

RoboFlamingo [36] S-RGB,G-RGB 82.4% 61.9% 46.6% 33.1% 23.5% 2.47
GR-1 [78] S-RGB,G-RGB,P 85.4% 71.2% 59.6% 49.7% 40.1% 3.06

3D Diffuser [30] S-RGBD,G-RGBD,P,Cam 92.2% 78.7% 63.9% 51.2% 41.2% 3.27
GR-MG [34] S-RGBD,G-RGBD,P 96.8% 89.3% 81.5% 72.7% 64.4 % 4.04

SuSIE [4] S-RGB 87.0% 69.0% 49.0% 38.0% 26.0% 2.69
GHIL-Glue [4, 24] S-RGB 95.2% 88.5% 73.2% 62.5% 49.8% 3.69
EDiff
θ∼s w/o Pretrain S-RGB 75.5% 44.8% 25.0% 15.0% 7.5% 1.68

EDiff
θ∼s S-RGB 94.3% 77.5% 62.0% 48.3% 34.0% 3.16

Ours w/o Pretrain S-RGB 89.5% 63.3% 39.8% 27.3% 18.5% 2.38
Ours S-RGB 94.5% 82.5% 72.8% 61.3% 50.0% 3.61

nuances in long-horizon tasks and generalizes proficiently
across diverse environments, effectively transferring knowl-
edge from extensive, real-world pretraining datasets to the
CALVIN benchmark.

4.5. ManiSkill2

ManiSkill2 [22], the next generation of the SAPIEN Man-
iSkill benchmark [48], serves as a widely recognized plat-
form for assessing the generalized manipulation capabilities
of embodied models. It encompasses 20 distinct manipula-
tion task families and over 4M demonstration frames across
various configurations. Leveraging ManiSkill2, we estab-
lish a novel camera view generalization benchmark to eval-
uate the effectivenes of Dita.
Setup. To construct the benchmark, we select 5
tasks (PickCube-v0, StackCube-v0, PickSingleYCB-v0,
PickClutterYCB-v0, PickSingleEGAD-v0) from Man-
iSkill2 and create a camera pool comprising 300K random
cameras. 20 cameras are sampled each time to render each
trajectory, resulting in over 40K trajectories, which are uti-
lized to train Dita from scratch. The generated dataset is
divided into training and validation sets with a 19:1 ratio,
ensuring that each category in task family, and trajectories
rendered from different camera views are assigned to both,
thereby preventing data leakage. During training, the num-
ber of data samples is balanced across task families by du-
plicating trajectories for task families with fewer samples.
To construct a closed-loop evaluation dataset, we randomly
sample 100 trajectories from the validation set for each task
family. This evaluation dataset with 500 trajectories is used
to assess the success rate for each task family and demon-
strate the camera-view generalization capabilities of Dita.
We also implement RT-1 [8] style baseline model EDisc

θ∼s

with an architecture similar to ours for comparison. Un-
likely, we discretize each action dimension into 256 bins [8]
and utilize a Transformer network to predict the correspond-

Table 4. Comparison of our model with two baseline methods (dis-
cretization and diffusion head) on ManiSkill2 success rate. The
abbreviations denote the task names: S-YCB for PickSingleYCB,
C-YCB for PickClutterYCB, EGAD for PickSingleEGAD.

Method Avg. PickC StackC S-YCB C-YCB EGAD
EDisc
θ∼s 30.2% 41.0% 33.0% 22.0% 1.0% 54.0%

EDiff
θ∼s 58.6% 86.0% 76.0% 37.0% 24.0% 70.0%

Dita (ours) 65.8% 79.0% 80.0% 62.0% 36.0% 72.0%

ing bin indices.
Comparisons. Table 4 compares the proposed method
with the discretization action head and the diffusion action
head. The experiments demonstrate that Dita outperforms
the EDisc

θ∼s in large-scale, novel camera view scenarios. Ad-
ditionally, Dita shows superior performance on more com-
plex tasks and outperforms EDiff

θ∼s by 20% in the PickSingl-
eYCB task and by 12% in the PickClutterYCB task. The re-
sults highlight that Dita offers better scalability on large, di-
verse datasets, while also achieving enhanced camera view
generalization.

4.6. Ablation Study
In this section, we conduct an ablation study on key fac-
tors in the model architecture design, including observation
length, trajectory length, and denoising steps.
Observation length. The length of historical observation
images significantly impacts performance. As shown in
Table 5, success rate drops sharply when the observation
length is increased to 3. This could be due to the increased
difficulty in model convergence, as the number of corre-
sponding image tokens also rises. Additionally, we observe
that using 2-frame observations enhances performance, par-
ticularly when the prediction horizon is extended. When



Table 5. Ablation on ManiSkill2 about the observation length (#
obs) and the trajectory length (# traj).

# obs # traj All PickC StackC S-YCB C-YCB EGAD
2 2 40.8% 68.0% 54.0% 33.0% 9.0% 40.0%
2 4 51.6% 81.0% 69.0% 44.0% 11.0% 53.0%
2 8 62.4% 89.0 % 78.0% 54.0% 25.0% 66.0%
2 16 65.6% 83.0% 80.0 % 70.0 % 25.0% 70.0%
2 32 65.8 % 79.0% 80.0 % 62.0% 36.0 % 72.0%
1 32 61.6% 78.0% 76.0% 64.0% 24.0% 66.0%
1 1 51.0% 79.0% 66.0% 42.0% 19.0% 49.0%
3 3 35.4% 54.0% 49.0% 27.0% 5.0% 42.0%

the trajectory length is 32, Dita with 2-frame observations
achieves superior performance. We argue that 2-frame ob-
servations strike an optimal balance, providing sufficient vi-
sual distinction between objects in the workspace and the
robot states.
Trajectory length. Trajectory length is the sum length of
observation and action prediction chunks, which is also a
critical factor influencing performance. Table 5 shows that
performance improves as trajectory length increases. No-
tably, the performance of more complex tasks, such as Pick-
ClutterYCB, increases substantially with longer trajectory
lengths, while simpler tasks, like PickCube, maintain high
performance once the trajectory length exceeds 4. Long tra-
jectory length significantly boosts performance, as this op-
timization allows the model to better anticipate the target
object’s position and gain awareness of more future states.
Denoising steps. Typically, diffusion models require multi-
ple denoising steps in image generation [62]. For diffusion-
based policies in robot learning, the number of denoising
steps during inference can impact control frequency. Sur-
prisingly, we find that DDIM significantly reduces the de-
noising steps to 10 without compromising performance on
the ”Pick Coke” task as described in Table 6. With only
2 denoising steps, the model still achieves a 70.4% suc-
cess rate. We attribute model performs best with 10 steps
to the reduction of overfitting when fewer denoising steps
are used. Unlike image generation, the action dimension
in robot learning is much smaller, allowing effective de-
noising with fewer steps without requiring advanced tech-
niques [70]. These results suggest that the in-context con-
ditioning used by Dita does not hinder inference speed.

5. Real-Robot Experiments

Few-shot real-world robot adaptation is a critical metric
for evaluating the effectiveness of a generalist policy in
practical applications. For real-robot experiments, We em-
ploy 10-shot finetuning to assess the model’s adaptability
in complex, long-horizon, multi-modal tasks within unseen
robot environments.

Table 6. The impact of the number of denoising steps (# Steps) of
DDIM on Google Robot Simulation during inference, trained with
1000 DDPM denoising steps.

# Steps 100 50 20 10 5 2
Pick Coke (variant) 76.4 79.1 85.5 85.3 82.7 70.4
Pick Coke (match) 79.7 83.3 83.7 82.0 82. 73.3
Move Near (variant) 52.1 66.0 73.0 69.5 63.5 51.6
Move Near (match) 49.1 72.0 76.0 74.0 72.0 65.0

Camera view

RealSense D435i

Franka Panda

Robotiq gripper

Figure 4. The experimental platform consists of Franka Emika
Panda robot arm, Robotiq 2F-85 gripper and RealSense D435i po-
sitioned in third-person view.

5.1. Real-Robot Task Finetuning

Setup. To deploy the Dita model, as shown in Figure 4,
the robot setup consists of a 7-DoF tabletop Franka Emika
Panda robot arm and a Robotiq 2F-85 gripper. A Re-
alSense D435i RGB-D camera, positioned approximately
1.5m away from the robot in a third-person view, captures
RGB scenes with cluttered background at each inference
timestamp. Robot control is managed from a desktop com-
puter running ROS, communicating with the model-deploy
server with 1 NVIDIA A100 GPU. The system is operat-
ing under control frequency of 3Hz. Given the data domain
gap between our robot platform and the pretrain dataset,
we primarily evaluate Dita on 10-shot generalization for
the following challenging tasks relevant to current VLA ap-
proaches:
• Pick & Place. Two pick-and-place tasks with target ob-

ject banana and kiwifruit are evaluated. 10 samples are
collected for each task, with position variances introduced
during evaluation to assess generalization performance.

• Pour. We design two pouring tasks to evaluate the com-
plex rotation finetuning: “pour the coffee beans into the
bowl”, and “pour the water from the teapot into the cup”.
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Figure 5. Quantitative results in real-robot experiments. Each task is manually divided into two sequential steps, except for the last two
single-step tasks. In each stacked bar, the light-colored region represents the model’s success rate in the first stage, while the dark-colored
region indicates the contribution of second-stage success to the overall success rate. A larger proportion of the dark-colored region signifies
a stronger capability of the model in completing long-horizon tasks. Since the open/close drawer tasks are single-step, they are excluded
from the calculation of the average success rate.

• Stack. We design two stacking tasks for long-horizon
pick-and-place: stacking three bowls and stacking three
Russian dolls.

• Pick & Rotation. These skills combine two tasks: “pick
the banana and insert it into the small pen container” and
“open the flip-top door box and then pick up the small
cube”.

• Pull & Push. We design the task “open/close the drawer”
to evaluate pull and push abilities of our models.

• Long-Horizon Tasks. We further devise several long-
horizon tasks (more than 3 steps), including “Pick up the
bowl within the drawer and pour the coffee beans into the
outside bowl”, “pick up the racket and hit the ball into
the goal”, “open the top drawer, then pick the cube into
the drawer, and finally close the drawer”, “close the top
drawer, then open the bottom drawer and put the bowl
into the drawer, and finally close the drawer” and “open
the box and move the green cube into the box then close
the box”, to demonstrate the long-horizon manipulation
ability of Dita (detailed in demo videos in Supplementary
Materials).

The diffusion policy [17] has demonstrated strong ca-
pabilities in learning to mimic single tasks. Therefore, in
addition to Octo and OpenVLA, we design a multimodal
diffusion policy baseline based on a causal Transformer for
comparison, which incorporates a similar diffusion head as
described in Section 4.1.

Optimization. We finetune the Dita on the aforemen-
tioned multiple manipulation tasks, with data collected on
the same platform, using LoRA [26] for fair comparison
and AdamW for 20,000 steps with image augmentations.
The number of timestamps is set to 100 for DDPM [25],
and the batch size of 512.
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Figure 6. Qualitative comparison in real-robot experiments. Fail-
ures are highlighted with red circles. For a direct comparison, we
initialize the layout consistently across all methods.

10-shot Finetuning. We directly use the model pretrained
on OXE datasets to evaluate 10-shot finetuning generaliza-
tion for real-robot experiments. To ensure consistency with
OpenVLA [32], we finetune the network with one obser-
vation and one-step prediction. We compare the proposed
method with OpenVLA [32] and Octo-base [72] models.
Overall, Dita achieves a 63.8% success rate on two-step
tasks, with the second stage contributing nearly half, as
shown in Figure 5. Dita consistently outperforms both Octo
and OpenVLA, demonstrating superior performance on all
complex tasks. For long-horizon tasks, OpenVLA effec-
tively completes the first task but fails to handle the long-
horizon task, such as completely misunderstanding the in-
sert operation. In contrast, Octo performs better with ro-
tation tasks and approaches the second step of the task
more effectively. Supplementary materials provide exten-
sive qualitative comparisons.



Variance Robustness. To evaluate the robustness of Dita,
we further validate its performance under different vari-
ances, including background changes, non-target object ar-
rangements and lighting conditions. As illustrated in Fig-
ure 1, it is surprising to find that Dita not only excels in com-
pleting complex long-horizon tasks but also demonstrates
resilience to a wide range of variations.

5.2. Qualitative Comparison
Figure 6 presents a comparison between Dita, diffusion
head baseline, Octo [72], and OpenVLA [32] as evalu-
ated in real-robot experiments under 10-shot finetuning set-
ting. According to the visualized comparison, those base-
line methods usually fail to grasp the correct position under
the 10-shot setting, e.g., “fail to insert the gap of the box”,
“grasp when the gripper is not in the correct grasping posi-
tion (the hand of cup or teapot)”. Meanwhile, the baseline
methods, e.g., the second raw (pouring water) in Figure 6,
sometimes misunderstand the lifting action and get stuck af-
ter grasp. In contrast, Dita is able to effectively complete all
the complex tasks with extreme 3D rotations.

6. Conclusion
In this paper, we present Dita, an architecture for gen-
eralist robot learning that leverages a Transformer-based
diffusion model to denoise continuous action sequences
through an in-context conditioning mechanism. By harness-
ing the scalability of Transformers, Dita effectively models
diverse robot behaviors across extensive cross-embodiment
datasets, enabling robust generalization across multiple
simulation benchmarks within a unified framework. Addi-
tionally, Dita demonstrates strong few-shot adaptation capa-
bilities, successfully transferring to novel real-world robot
setups and long-horizon tasks with minimal in-domain sam-
ples. Notably, the model is clean, lightweight, and open-
source, and its promising performance—achieved exclu-
sively with a single third-person camera input—underscores
its potential as a scalable and flexible solution for learning
generalist robot policies.
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Dita: Scaling Diffusion Transformer
for Generalist Vision-Language-Action Policy

Supplementary Material

A. Model and Training Scheme
The architecture of our model is illustrated in Figure 3. The
language instruction is encoded using a pretrained CLIP
model, with its encoder frozen during training. Input im-
ages are resized to 224× 224 and processed by a pretrained
DINOv2 model, with all parameters being finetuned. A
Q-Former, trained from scratch with a depth of 4, is em-
ployed to reduce the dimensionality of the image features
to a length of 32; within each block, text tokens are injected
as FiLM conditions to augment the image features with lin-
guistic information. The action is perturbed with noise via
a DDPM scheduler with 100 timesteps, and a timestamp in-
dex is embedded using a sinusoidal positional embedding
module. These multimodal inputs are then fed into a causal
Transformer, which predicts the added noise. The Trans-
former adopts a LLaMA2-style architecture, trained from
scratch, comprising 12 self-attention blocks with a hidden
size of 768. All components are trained except for the CLIP
text encoder. In total, the model comprises 334M param-
eters, with 221M being trainable. Achieving this level of
performance with such a compact model represents a pio-
neering advancement in the field, underscoring the efficacy
of the architectural design.

B. Simulation Benchmarks
B.1. SimplerEnv
Results. As described in Figure 7, leveraging the in-context
conditioning design, Dita exhibits enhanced robustness, re-
lying solely on third-person view images to detect subtle
nuances and generate more reliable actions.

B.2. LIBERO
LIBERO comprises four subtasks: LIBERO-SPATIAL,
LIBERO-OBJECT, LIBERO-GOAL, and LIBERO-100,
each designed to evaluate different model capabilities.
LIBERO-SPATIAL assesses spatial relationship under-
standing, containing data with identical object sets but vary-
ing layouts. LIBERO-OBJECT evaluates object transfer-
ability, featuring data with consistent layouts but different
object sets. LIBERO-GOAL examines task comprehen-
sion and transferability, maintaining the same object sets
and layouts while varying tasks. LIBERO-100 is further
divided into LIBERO-90 and LIBERO-10 (also referred to
as LIBERO-LONG), designated for policy pretraining and
long-horizon task evaluation, respectively. LIBERO-100
encompasses a diverse range of objects, layouts, and back-

Figure 7. Qualitative results of Dita under variances in Google
Robot.

grounds, providing a comprehensive benchmark for gener-
alization in robot learning.
Optimization. We optimize the network using AdamW for
100,000 steps on LIBERO. The learning rate is set to 1e−4
for LIBERO-SPATIAL, LIBERO-OBJECT, and LIBERO-
GOAL, and 5e − 4 for LIBERO-LONG. Across all sub-
datasets, a half-cycle cosine scheduler is applied to decay
the learning rate. Denoising timestamps are set to 100 dur-
ing finetuning, and training is conducted with a batch size
of 512 across 8 NVIDIA A100 GPUs.
Results. Table 7 shows that Dita achieves a success rate
of 77.93% on the most challenging task in LIBERO, i.e.,
SPATIAL-LONG. We argue that the Droid dataset [31]
serves as a more suitable pretraining dataset for LIBERO,
as our model (334M) lacks the capacity to fully accommo-
date the entire OXE dataset. We anticipate that performance
on the OXE-pretrained model can be significantly improved
by scaling up the model size.

B.3. CALVIN
Setup. We directly apply the proposed method to CALVIN
using a single static RGB camera to predict the end-effector
action, which includes three dimensions for translation,



Figure 8. Qualitative results of Dita on LIBERO benchmark.

Table 7. Comparison with Diffusion Policy [17], Octo [72], and
OpenVLA [32] on LIBERO [40]. Dita (OXE) denotes the use of a
pretrained model on OXE, while Dita (Droid) refers to the use of
a pretrained model on Droid.

Method LIBERO-LONG
Diffusion Policy* [17] 50.5%
Octo [72] 51.1%
OpenVLA [32] 53.7%
Dita (pretrained on OXE) 63.8%
Dita (pretrained on Droid) 77.9%

three dimensions for Euler angle rotation, and one dimen-
sion for gripper position (open or close). We evaluate Dita
and EDiff

S on CALVIN, leveraging the pretrained model on
the OXE dataset to initialize the model for CALVIN.
Optimization. For each training iteration, the model pre-
dicts 10 future action chunks supervised by MSE loss. An
AdamW optimizer is used together with a decayed learn-
ing rate with half-cycle cosine scheduler after several steps
of warming up. The learning rate is initialized as 1e − 4.
Model is trained for 15 epochs with batch size of 128 across
4 NVIDIA A100 GPUs.

B.4. Maniskill2
ManiSkill2 [22], the next generation of the SAPIEN Man-
iSkill benchmark [48], serves as a widely recognized plat-

Lift the pink block from the sliding cabinet

Pull the handle to open the drawer

Push the sliding door to the left side

Stack the grasped block

Figure 9. Qualitative results of Dita on CALVIN ABC→D bench-
mark.

form for assessing the generalized manipulation capabilities
of embodied models. It encompasses 20 distinct manipula-
tion task families and over 4M demonstration frames across
various configurations. Leveraging ManiSkill2, we estab-
lish a novel camera view generalization benchmark to eval-
uate the effectivenes of Dita.
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Pick up the apple and move it to the green point

Pick up the cup and move it to the green point

Figure 10. Qualitative comparison between Dita (top) and Diffu-
sion Action Head baseline EDiff

θ∼s (bottom) on ManiSkill2 (Pick-
ClutterYCB).

Optimization. The network is optimized using AdamW
for 50,000 steps on ManiSkill2, with a learning rate set to
1e − 4. The number of denoising timestamps is set to 100,
and the batch size is 1024 distributed across 16 NVIDIA
A100 GPUs.

C. Real-Robot Experiments

C.1. Real-Robot Setup
Optimization. We apply image augmentations using Col-
orJitter from the torchvision library, with brightness set to
0.3, contrast ranging from 0.7 to 1.3, saturation ranging
from 0.7 to 1.3, and hue set to 0.07. Further details are
provided in the code.
Variance Robustness. To evaluate the robustness of Dita,
we further validate its performance under different vari-
ances, including:
• Background changes. The background includes both the

tabletop color and the backdrop. We introduce variance in
both aspects by using tablecloths in colors different from
the tabletop and a black backdrop.

• Non-target object arrangements. We randomly place
non-target objects in arbitrary poses within the robot’s
workspace to create a cluttered scene, whereas it remains
clean during demonstration recording.

• Lighting conditions. We modify the lighting by turning
off one of the two lights in the room to introduce variation
in illumination.

C.2. Details of Real-Robot Tasks
In addition to the fundamental tasks used for quantitative
comparison with prior approaches, we incorporate complex
long-horizon tasks that previous methods fail to complete

for illustrative purposes. Below, we present all tasks along
with their step-wise decomposition.

• Pick the banana into the box. We divided this task into
two steps: first, successfully picking up the banana, and
second, successfully placing it into the box.

• Pick the kiwifruit in the box. We divided this task into
two steps: first, successfully picking up the kiwifruit, and
second, successfully placing it into the box.

• Pouring the coffee beans into the bowl. This task is di-
vided into two steps: first, successfully picking up the
cup, and second, successfully pouring the coffee beans
within the cup into the box.

• Pouring the water from the teapot into the cup. This
task is divided into two steps: first, successfully picking
up the teapot, and second, successfully pouring the water
into the cup.

• Stacking three bowls. This task is divided into two steps:
Stacking the first bowl successfully, and second stacking
the left bowl into previous stacked bowls.

• Stacking three nesting dolls. This task is divided into two
steps: Stacking the first two small dolls successfully, and
second stacking the large doll into previous stacked dolls.

• Pick the banana and insert into the small pen container.
This task is divided into two steps: first, successfully
picking up the banana, and second, successfully inserting
the banana into the pen container.

• Open the Flip-top door box and the pick up the small
cube inside. This task is divided into two steps: first,
successfully open the door box, and second, successfully
picking up the small cube.

• Open the drawer. This task has only one step.
• Close the drawer. This task has only one step.
• Pick up the bowl within the drawer and pouring the cof-

fee beans into the outside bowl. This is a long horizon
task, and we demonstrate it with video in the supplemen-
tary appendix given that previous approaches fail to com-
plete the task.

• Pick up the racket and hit the ball into the goal This is a
long horizon task, and we demonstrate it with video in the
supplementary appendix given that previous approaches
fail to complete the task.

• Open the top drawer, then pick the cube into the drawer,
and finally close the drawer. This is a long horizon task,
and we demonstrate it with video in the supplementary
appendix given that previous approaches fail to complete
the task.

• Close the top drawer, then open the bottom drawer and
put the bowl into the drawer, and finally close the drawer.
This is a long horizon task, and we demonstrate it with
video in the supplementary appendix given that previous
approaches fail to complete the task.

• Open the box and move the green cube into the box then
close the box. This is a long horizon task, and we demon-



Figure 11. Convergence Analysis on OXE dataset [9]. The blue
line is DiT Policy, and the orange line is Diffusion action head
strategy with the same number of parameters.

strate it with video in the supplementary appendix given
that previous approaches fail to complete the task.

C.3. Finetuing Details

We adhere to [32] and employ LoRA for 10-shot finetuning.
However, Dita comprises only 221M trainable parameters,
with merely 5% (approximately 11M) remaining trainable
under LoRA finetuning. We contend that this limited ca-
pacity is inadequate to effectively accommodate image aug-
mentations, thereby compromising robustness against envi-
ronmental variances. To this end, we evaluate robustness
through full finetuning and observe a substantial improve-
ment in the success rate for long-horizon tasks, alongside
greater resilience to variances such as background changes,
non-target object arrangements, and lighting conditions.
Quantitatively, full finetuning achieves a success rate of
20%, whereas LoRA finetuning fails to complete tasks un-
der extreme variances.

D. Analysis, Ablations, and Discussions

D.1. Practices on reproducing Octo and OpenVLA

We observe that OpenVLA [32] demonstrates superior
pick-up performance compared to Octo [72]. However, for
tasks requiring the learning of rotational operations, such as
opening a box, Octo achieves better performance. We at-
tribute this to Octo’s ability to predict continuous actions,
which are less sensitive to action normalization, whereas
OpenVLA relies on action discretization based on action
statistics. We compute the statistics from the 10-shot train-
ing samples across all tasks and find it challenging to obtain
suitable statistics for discretization values, which are unnec-
essary for the diffusion policy.

Table 8. The ablation study on the learning rate scheduler in the
Calvin benchmark.

Strategy No. Instructions in a Row (1000 chains)
w lr decay 94.5% 82.5% 72.8% 61.3% 50.0% 3.61

w/o lr decay 91.8% 80.0% 68.0% 56.9% 45.9% 3.43

Table 9. More action designs w/o pretraining on Calvin
(ABC→D). MDT is from issue 9 of its GitHub repo and GR-MG.

Methods No. Instructions in a Row (1000 chains)
MDT* [61] 61.7% 40.6% 23.8% 14.7% 8.7% 1.54

Unet1D head [17] 76.8% 46.5% 28.8% 18.5% 10.0% 1.80
Transformer head [17] 75.8% 44.8% 26.5% 16.5% 8.0% 1.72

8-layer MLP head 69.8% 42.5% 26.3% 16.8% 11.0% 1.66
3-layer MLP head 75.5% 44.8% 25.0% 15.0% 7.5% 1.68

Single token act chunks 56.5% 18.3% 6.0% 2.8% 0.8% 0.84
Ours 89.5% 63.3% 39.8% 27.3% 18.5% 2.38

Table 10. The effect of the number of execution steps (# Steps) on
ManiSkill2.

# Steps 1 2 4 8 16
All 61.6% 60.8 % 60.6 % 60.0 % 58.0 %

D.2. Convergence Analysis
Figure 11 illustrates the convergence comparison between
the diffusion head baseline EDiff

θ and Dita. Dita achieves
clearly faster convergence than EDiff

θ . We believe this fur-
ther highlights the scalability of Dita.

D.3. More Ablations
Learning Rate Scheduler. As outlined in the main text,
we utilize a standard learning rate scheduler to decay the
learning rate during the experiments in Calvin, rather than
using a fixed learning rate of 1e − 4 as in the pretraining
stage. This adjustment results in a slight performance im-
provement, as shown in Table 8.

Table 11. Ablation study of shuffle buffer size on SimplerEnv
(both math and variant results of Google Robot [8]).

Shuffle Buffer Size coke can
match variant

128000 71.2% 73.6%
256000 83.7% 85.5%

Diffusion Head. We implement several policies inspired
by the core idea of the diffusion action head, which differ
slightly from Octo [72] in predicting action chunks. Specif-
ically, Octo [72] flattens action chunks into a single vector
with a unified embedding. For instance, when predicting 8



actions, it generates a 8 × 7 = 56-dimensional vector. In
contrast to the Octo-style diffusion action head, we adopt a
diffusion action head, akin to Diffusion Loss [35] and Dif-
fusion Force [14], which are more effective. We evaluate
multiple diffusion heads, including Unet1D, Transformer,
and MLP on Calvin without pretraining.

Table 9 shows that Dita achieves the better generaliza-
tion on Calvin (ABC→D), compared to other diffusion head
strategies [3, 17, 85].
Execution steps. Since Dita can anticipate multiple future
actions, we can execute multiple steps within a single infer-
ence. Here, we analyze the impact of execution steps under
a model with a trajectory length of 32, as presented in Ta-
ble 10. The ablation study reveals that shorter execution
steps yield slightly better results than longer ones; that is,
the further the prediction extends from the current frame,
the lower its accuracy. Nevertheless, the slight performance
drop demonstrates that even with only 2-frame image obser-
vations, Dita can generate reliable action trajectories, under-
scoring its scalability.
Shuffle Buffer Size. The shuffle buffer size of TensorFlow
datasets has a significant impact on performance. Follow-
ing OpenVLA [32, 54], we utilize TensorFlow datasets for
network optimization, where the shuffle buffer size sim-
ilarly influences performance (Table 11), as observed in
Octo [72].
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